Translating the Histone Code

Thomas Jenuwein1 and C. David Allis2

Chromatin, the physiological template of all eukaryotic genetic information, is subject to a diverse array of posttranslational modifications that largely impinge on histone amino termini, thereby regulating access to the underlying DNA. Distinct histone amino-terminal modifications can generate synergetic or antagonistic interaction functions for chromatin-associated proteins, which in turn dictate dynamic transitions between transcriptionally active or transcriptionally silent chromatin states. The combinatorial nature of histone amino-terminal modifications thus reveals a “histone code” that considerably extends the information potential of the genetic code. We propose that this epigenetic marking system represents a fundamental regulatory mechanism that has an impact on most, if not all, chromatin-templated processes, with far-reaching consequences for cell fate decisions and both normal and pathological development.

Genomic DNA is the ultimate template of our heredity. Yet despite the justifiable excitement over the human genome, many challenges remain in understanding the regulation and transcription of genetic information (1). It is unclear, for example, why the number of protein-coding genes in humans, now estimated at ~35,000, only doubles that of the fruit fly Drosophila melanogaster. Is DNA alone then responsible for generating the full range of information that ultimately results in a complex eukaryotic organism, such as ourselves?

We favor the view that epigenetics, imposed at the level of DNA-packaging proteins (histones), is a critical feature of a genome-wide mechanism of information storage and retrieval that is only beginning to be understood. We propose that a “histone code” exists that may considerably extend the information potential of the genetic (DNA) code. We review emerging evidence that histone proteins and their associated covalent modifications contribute to a mechanism that can alter chromatin structure, thereby leading to inherited differences in transcriptional “on-off” states or to the stable propagation of chromosomes by defining a specialized higher order structure at centromeres. Under the assumption that a histone code exists, at least in some form, we discuss potential mechanisms for how such a code is “read” and translated into biological functions.

Throughout this review, we have chosen epigenetic phenomena and underlying mechanisms in two general categories: chromatin-based events leading to either gene activation or gene silencing. In particular, we center our discussion on examples where differences in “on-off” transcriptional states are reflected by differences in histone modifications that are either “euchromatic” (on) or “heterochromatic” (off) (Fig. 1A). We also point out that, despite many elegant genetic and biochemical insights into chromatin function and gene regulation in the budding yeast Saccharomyces cerevisiae, some of the heterochromatic mechanisms (e.g., HP1-based gene silencing) discussed here do not exist in an obvious form in this organism. Thus, we will need to pursue other model systems, such as Schizosaccharomyces pombe, Caenorhabditis elegans, Drosophila, and mice, to “crack” the histone code.

Chromatin Template and Histone Code

In the nuclei of all eukaryotic cells, genomic DNA is highly folded, constrained, and compacted by histone and nonhistone proteins in a dynamic polymer called chromatin. For example, chromosomal regions that remain transcriptionally inert are highly condensed in the interphase nucleus and remain cytologically visible as heterochromatic foci or as the “Barr body,” which is the inactive X chromosome in female mammalian cells (2). The distinct levels of chromatin organization are dependent on the dynamic higher order structuring of nucleosomes, which represent the basic repeating unit of chromatin. In each nucleosome, roughly two superhelical turns of DNA wrap around an octamer of core histone proteins formed by four histone partners: an H3-H4 tetramer and two H2A-H2B dimers (3). Histones are small basic proteins consisting of a globular domain and a more flexible and charged NH2-terminus (histone “tail”) that protrudes from the nucleosome. It remains unclear how nucleosomal arrays containing linker histone (H1) then twist and fold this chromatin fiber into increasingly more compacted filaments leading to defined higher order structures.

Central to our current thinking is that chromatin structure plays an important regulatory role and that multiple signaling pathways converge on histones (4). Although histone proteins themselves come in generic or specialized forms (5), exquisite variation is provided by covalent modifications (acylation, phosphorylation, methylation) of the histone tail domains, which allow regulatable contacts with the underlying DNA. The enzymes transducing these histone tail modifications are highly specific for particular amino acid positions (6,7), thereby extending the information content of the genome past the genetic (DNA) code. This hypothesis predicts that (i) distinct modifications of the
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histone tails would induce interaction affinities for chromatin-associated proteins, and (ii) modifications on the same or different histone tails may be interdependent and generate various combinations on any one nucleosome.

Here, we wish to extend this concept for overall chromosome structure by proposing that (iii) distinct qualities of higher order chromatin, such as euchromatic or heterochromatic domains (7), are largely dependent on the local concentration and combination of differentially modified nucleosomes (Fig. 1A). We envision that this “nucleosome code” then permits the assembly of different epigenetic states (7), leading to distinct “readouts” of the genetic information, such as gene activation versus gene silencing or, more globally, cell proliferation versus cell differentiation. Any such model must account for how these epigenetic states are established, maintained, and stably inherited through mitosis and meiosis. Although there is clear evidence for a “cellular memory” (8), sudden switches in cell fate do occur, leading to variegating phenotypes. If the histone code hypothesis is correct, at least in part, deciphering how that code is translated into biological response remains an important and nontrivial challenge. On the basis of current knowledge, other possibilities are likely to exist, including less stringent “charge patches” in histone tails (9).

Clear evidence is beginning to link alterations in chromatin structure to cell cycle progression, DNA replication, DNA damage and its repair, recombination, and overall chromosome stability (10). It also seems likely that the fundamental nature of chromatin-based epigenetics will have an impact on X inactivation, imprinting, developmental reprogramming of cell lineages, and the plasticity of stem cells. The implications for human biology and disease, including cancer and aging, are far-reaching.

**Su(var)s, Histone Methylation, and Heterochromatin**

It is now widely recognized that heritable, but reversible, changes in gene expression can occur without alterations in DNA sequence. Pioneering studies on radiation-induced chromosomal translocations (11) provided some of the earliest findings that epigenetic “on-off” transcriptional states are largely dependent on the position of a gene within an accessible (euchromatic) or an inaccessible (heterochromatic) chromatin environment. This phenomenon, known as position-effect variegation (PEV), allowed the development of genetic screens in *Drosophila* (12) and *S. pombe* (13, 14) that have identified 30 to 40 loci involved in modifying PEV. Similar to PEV, mating-type switching in budding (15) and fission (16) yeast represents another paradigm for a variegating mechanism where the location of a gene within a distinct chromatin environment, the *mat* region, dictates the establishment of an active or a silent transcriptional state. In particular for *S. pombe*, which appears to contain a higher order chromatin structure more closely resembling that of multicellular eukaryotes, inheritance of silenced chromatin domains has been shown to be remarkably stable during both mitosis and meiosis (16).

---

**Fig. 1.** Models for euchromatic or heterochromatic histone tail modifications. (A) Schematic representation of euchromatin and heterochromatin as accessible or condensed nucleosome fibers containing acetylated (Ac), phosphorylated (P), and methylated (Me) histone NH2-termini. (B) Generic model for antagonistic E(var) and Su(var) gene function in adding euchromatic (EU) or heterochromatic (HET) modification marks onto a nucleosomal template. In addition, Su(var)s also function in removing euchromatic signals and E(var)s can destabilize the heterochromatic state. (C) Examples of combinatorial modifications in histone NH2-termini that are likely to represent “imprints” for active or inactive chromatin. Single-letter abbreviations for amino acid residues: A, Ala; E, Glu; G, Gly; H, His; K, Lys; L, Leu; M, Met; P, Pro; Q, Gln; R, Arg; S, Ser; and T, Thr. (D) Proposed synergistic (connected arrowheads) or antagonistic (blocked oval line) modifications in histone H3 and H4 NH2-termini. The arrow with the scissors indicates possible proteolytic cleavage of the H3 NH2-terminus.
Among the modifier genes identified in the above model systems, one subclass suppresses variegation [the Su(var) group] and comprises gene products such as histone deacetylases (HDACs), protein phosphatases (PPTases), and S-adenosylmethionine (SAM) synthetase (17), as well as chromatin-associated components that are best characterized by the heterochromatin protein HP1 [Su(var)-2-5] (18). In addition to the Su(var) group of genes, an antagonizing class of PEV modifiers enhances variegation [E(var) group] (12) and counteracts the Su(var)-induced silent chromatin state. Several E(var) gene products are components of adenosine triphosphate (ATP)-dependent nucleosome-remodeling machines, such as the SWI/SNF and brahma complexes (19, 20), which increase overall nucleosome mobility.

Extending these parallels even further, Su(var) and E(var) gene products contain several conserved protein domains—the bromo-, chromo-, and SET domains—that are also shared with two other classes of antagonizing chromatin regulators: the Polycomb (Pc-G) and trithorax (trx-G) groups. The Pc-G and trx-G genes are important for maintaining the expression boundaries of the homeotic selector genes and several other key developmental genes (21, 22), presumably by modulating the chromatin structure of their target loci. The bromodomain (23) is found in SNF2, TAF_{250}, and mammalian trithorax (HRX/MII); the chromodomain (24, 25) is shared between Polycomb and HP1; and the SET domain (26) is found in Su(var)-3-9, in the Pc-G member E(z), and in trithorax. These modules have been widely used during evolution to generate a considerable functional diversity among proteins specialized in modulating chromatin structure.

Histone acetylation (27, 28) and histone phosphorylation (29) modification systems have been characterized in detail. A further class of enzymatic activities that regulate the site-specific addition of methyl groups to histones has recently been described. Originally identified as the PEV modifier Su(var)-3-9 in Drosophila, homologs from fission yeast (Cir4) to human (SU(V39)H1) have been shown to encode histone methyltransferases (HMTases) that selectively methylate histone H3 at Lys9 (30). The HMTase function in the Su(var)-3-9 family maps to the highly conserved SET domain but also requires adjacent Cys-rich regions. Notably, generation of the H3-Lys9 methyl epitope induces a heterochromatic affinity for HP1 proteins that recognize this epigenetic signal through their chromodomains (31, 32). These results provide a strong link among Su(var) function, gene-silencing activity, and the assembly of heterochromatin (33–35).

By contrast, an enzymatic HMTase function has not yet been demonstrated for Pc-G and trx-G proteins. Instead, E(z) has been associated with a Pc-G complex containing HDAC activity (36), and trx or HRX have been shown to interact with components of chromatin-remodeling machines (37). In general terms, Su(var) and Pc-G gene function would be characterized by transducing the addition of heterochromatic marks and the removal of euchromatic marks on the chromatin template. Conversely, the antagonizing activity of E(var) and trx-G gene function would involve the establishment of euchromatic signals (e.g., increased nucleosome mobility) and destabilize or degrade (see below) heterochromatic “imprints” (Fig. 1B).

Translating the Histone Code

The histone code hypothesis predicts that the modification marks on the histone tails should provide binding sites for effector proteins. In agreement with this notion, the bromodomain has been the first protein module to be shown to selectively interact with a covalent mark (acetylated lysine) in the histone H3-terminal tail (23, 38, 39). In addition to the proteins discussed above, the bromodomain is also present in many transcriptional regulators having intrinsic histone acetyltransferase (HAT) activity (e.g., GCN5, PCAF, TAF_{250}). Consistent with the second prediction of the histone code hypothesis, all four NH3-termini of the core histones contain short “basic patches” that often comprise acetylation, phosphorylation, and methylation marks in close proximity on one individual tail (4). All three of these modifications can be found both in active or silenced chromatin regions, which raises the question of how combinatorial specificity is used in defining an imprint for euchromatin or heterochromatin (Fig. 1A and C).

Some evidence is emerging about a possible combinatorial code. For example, the histone H3 NH3-terminus appears to exist in two distinct modification states that are likely to be regulated by a “switch” between Lys8 methylation and Ser10 phosphorylation (Fig. 1D). Ser10 phosphorylation inhibits Lys8 methylation (30) but is synergistically coupled with Lys8 and/or Lys4 acetylation during mitogenic and hormonal stimulation in mammalian cells (49–51). In this phosphorylated-acetylated state, the modified H3 tail marks transcriptional activation (Fig. 1C). H3 phosphorylation is also important for mitotic chromosome condensation (52), where it may be linked to other secondary signal(s) such as the nucleosomal incorporation of the pericentric H3 analog Cenp-A (33). Conversely, aberrant Lys8 methylation antagonizes Ser10 phosphorylation, leading to mitotic chromosome dysfunction (30, 54). Further, deacetylation of Lys4 in H3 (33) is required to facilitate subsequent Lys8 methylation by the CIR4 HMTase, again highlighting an ordered interplay to establish distinct histone subunits of the NuRD complex (44), which harbors two chromodomains and might conceivably recognize dimethylated histone tails in a manner analogous to double bromodomains. In this regard, we note that Lys9 and Lys27 in the H3 tail are embedded in similar sequence motifs, and both positions are “hot spots” for methylation by the SET domain-containing HMTase C9A (45).

Finally, a hallmark property of all HP1 proteins is the combination of a chromodomain with a chromoshadow domain that are separated by a short but variable hinge region. Because the chromoshadow domain of HP1 appears to self-dimerize in solution (46, 47), it is tempting to infer that full-length HP1 may assemble intermolecular chromodomains, thereby generating a bifunctional cross-linker that is likely to stabilize the more rigid higher order structure of heterochromatin (35, 48).

Combinations and Switches

The above examples provide support for modification-induced recruitment of chromatin-associated proteins to acetylated and methylated histone NH3-termini (Fig. 2A), and it is likely that other modules exist that specifically recognize phosphorylation marks. Consistent with the second prediction of the histone code hypothesis, all four NH3-termini of the core histones contain short “basic patches” that often comprise acetylation, phosphorylation, and methylation marks in close proximity on one individual tail (4). All three of these modifications can be found both in active or silenced chromatin regions, which raises the question of how combinatorial specificity is used in defining an imprint for euchromatin or heterochromatin (Fig. 1A and C).
Tail modifications. Although the single H3-Lys\(^{8}\) methyl epitope appears sufficient to recruit HP1 to heterochromatic regions, acetylation of Lys\(^{12}\) in H4 is another repressive mark (55) that may help to reinforce a silent chromatin state (Fig. 1C).

The SUV39H1 HMTase also displays weak activity toward histone H1 (50), and this is likely to involve methylation of Lys\(^{26}\) (57). RNA interference (RNAi) for an H1 variant was recently shown to phenocopy silencing and proliferation defects in the C. elegans germ line (57). These phenotypes are similar to those seen in mes-2 mutants. Mes-2 is a homolog of the SET domain–containing E(z) member of the Pc-G group (58). Su(var)3-9 (59) and a few other Su(var) genes, such as E(Pc) (60), have also been shown to enhance Pc-G–dependent homeotic transformations (60, 61). Is there a possible mechanistic link between Su(var) and Pc-G function? Because the Polycomb protein contains a chromodomain, the dual methylation of Lys\(^{26}\) in H1 and of Lys\(^{9}\) in H3 could conceivably provide a combinatorial signal to recruit a Pc-G protein complex to developmentally regulated target loci (Fig. 2C).

Collectively, these observations indicate that one histone modification can influence another in either a synergistic or an antagonistic way (Fig. 1D), providing a mechanism to generate and stabilize specific imprints. During development, stem cell divisions are often characterized by one daughter cell that continues to proliferate while the other daughter cell starts to differentiate. Could the proposed “Lys\(^{9}/\)Ser\(^{10}\)” switch or the discussed synergisms provide an early clue about a more general mechanism for how these cell fates are chosen and maintained? Do other histone tails or entire nucleosomes contain similar switches, and to what extent has this theme been used in other nonhistone proteins?

**Turning the Histone Code Upside Down**

Although HP1 and H3-Lys\(^{8}\) methylation are mainly associated with heterochromatic regions, HP1 also interacts with a variety of transcriptional coactivators involved in gene regulation in euchromatin (17, 25). Likewise, whereas histone hypoacetylation correlates most often with transcriptionally silent chromatin domains, acetylation of Lys\(^{12}\) in H4 has been reported to be a hallmark property of heterochromatin in organisms ranging from yeast to flies (7, 55). Also counterintuitive are the findings that mutations in the HDAC Rpd3 are enhancers rather than suppressors of PEV (62). These observations suggest that not all histone methylation marks correspond with gene silencing, and that some histone acetylation events may repress rather than stimulate the readout of the genetic information.

Indeed, methylation of Lys\(^{5}\) in H3 occurs in transcriptionally active macronuclei of Tetrahymena and appears to be a euchromatic imprint in a wide range of organisms (63). In addition, several arginine-directed HMTases, such as the steroid receptor coactivators CARM1 and PRMT1, methylate selective arginine positions in H3 and H4 NH\(_2\)-termini and induce synergistic transcriptional activation from transiently transfected reporter constructs (64, 65). In vivo evidence that histones are physiological targets of these coactivators is beginning to emerge (66, 67). Assuming that euchromatic methylation marks exist (Fig. 1C), we predict that chromodomain-containing, positive regulators may be recruited to their target loci in much the same way that Su(var)3-9–catalyzed H3-Lys\(^{9}\) methylation triggers the recruitment of HP1 to heterochromatin.

There are several intriguing candidates for such positively acting methyl-docking partners. The chromodomain-containing HAT, Esa1, is the only known essential HMTase in *S. cerevisiae* (27) and represents the catalytic subunit of the NuA4 HAT complex, which has been linked to transcriptional activation and nucleosome remodeling in yeast and flies (68, 69). Because Esa1 displays robust in vitro acetylation activity toward Lys\(^{5}\) in H4 (70, 71), it is possible that Arg\(^{3}\) methylation in H4, catalyzed by the PRMT1 HMTase (66, 67), may be recruited to their target loci.

![Fig. 2. Translating the "histone code." (A) Described protein modules of histone-modifying enzymes that have been shown to interact with site-specific methylation (chromodomain) or acetylation (bromodomain) marks in histone NH\(_2\)-termini. A protein module that would selectively recognize phosphorylated positions is currently not known. Abbreviations: HMT, histone methyltransferase; HAT, histone acetyltransferase; HDM, histone demethylase; PPTase, protein phosphatase; HDAC, histone deacetylase. (B) Proposed histone tail interactions for a “reversed” histone code, showing a chromodomain-containing HAT (e.g., Esa1) and part of a nucleosome-remodeling complex that may comprise a bromodomain-containing, inactive HMTase (dashed lettering), such as the trx-G protein HRX. (C) Possible functional interactions between Su(var) and Pc-G proteins or between histone- and DNA-methylating enzymes that could be induced or stabilized by site-selective combinations of methylation marks.](www.sciencemag.org)
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67), might play a role in recruiting Esa1 to active chromatin regions (Fig. 2B). Another chromodomain-containing HAT, Mof, has been shown to display strong selectivity for acetylation of Lys16 in H4, a hallmark modification correlated with the doubling of transcriptional up-regulation observed on the male X chromosome in Drosophila (7). The chromodomain of Mof has been suggested to bind RNA (72), raising the possibility that association with RNA—or even with methylated RNA—may contribute to the recruitment of Mof-containing complexes, which also include another chromodomain component, Ms3. Because Lys20 in H4 is a well-documented methylation site (56), it is conceivable that this methylation mark may be involved in stabilizing the fly dosage compensation complex, thereby facilitating Mof-dependent acetylation of adjacent Lys16.

According to these views, appropriate methylation marks(s) would dictate the recruitment of different chromodomain-containing complexes, which in turn contribute to gene activation or gene silencing. It remains an intriguing, but undocumented, possibility that distinct histone methylation marks may also interfere with the association of repressive chromatin complexes, in much the same way that nearby modifications may influence bromodomain recognition and binding (39). Finally, the molecular function(s) of the bromodomain-containing HRX and SNF2 proteins are characterized by transcriptional stimulation and nucleosome remodeling. HRX also contains a SET domain that appears to be catalytically inactive (30) but has been shown to interact with a SWI/SNF subunit (37), suggesting that some remodeling complexes could transiently incorporate a “mute” HMTase (Fig. 2B). Thus, intrinsically impaired HMTase function in HRX could preclude methylation-dependent binding of repressor proteins, thereby reinforcing an activated chromatin state. It therefore seems plausible that the activities of several E(var) and trx-G proteins may be facilitated by the recruitment to transcriptionally positive histone tail modifications and by subsequently antagonizing the establishment of negative marks.

Transient Versus “Stable” Epigenetic Imprints

Given that histone methylation is linked with both euchromatic and heterochromatic states, how stable is this histone modification? On the basis of thermodynamic principles alone, methyl groups, in particular methyl-lysine, have a considerably lower turnover than do acetyl or phosphoryl groups. The latter two modifications can be removed from histone tails by the activity of HDACs or phosphatases (29, 73), whereas histone demethylases (HDMases) have yet to be characterized. If HDMases do not exist, histone lysine methylation would be a nearly perfect long-term epigenetic mark for maintaining chromatin states. In contrast to DNA methylation—where the methylated imprint can be removed by nucleotide excision followed by repair—DNA replication and semiconservative nucleosome distribution appears as the sole means to “dilute” histone lysine methylation below a critical threshold level.

Another potential mechanism for removing methylation marks from histone tails is proteolytic processing. Histone NH2-termini are exposed and labile to proteolysis (56), and portions of certain histone tails are known to be clipped at precise stages in the cell cycle (74) or at specific stages of development (75). For example, in Tetrahymena, the first six amino acids are removed from the NH2-terminus of H3 in transcriptionally silent micronuclei, but not in transcriptionally active macronuclei. H3 is ubiquitinated at specific stages of mouse spermatogenesis (76), and H3 is also degraded at a low level in many organisms in what is most often assumed to be uncontrolled proteolysis occurring during isolation. Ubiquitin-based protein processing, as opposed to degradation, can occur (77). Conserved lysines in the COOH-terminal tails of histones H2A and H2B are also subjected to monoubiquitination in a pathway that seems not to be tied to histone turnover (78). Further, the TAF125-mediated monoubiquitination of H1 has been shown to correlate with transcriptional stimulation (79). Whether ubiquitination may be linked to the proteolytic removal of more stable methylation marks in histone tails—or whether, in certain cases, it could even represent a synergistic signal for their addition—is not known, but remains an intriguing possibility (Fig. 3). A putative ubiquitin-specific protease is encoded by an E(var) gene in Drosophila (80), and the DNA repair and histone-ubiquitinating p66 protein has been implicated in post-replication remodeling of the chromatin structure at the silent mating-type loci in fission yeast (81). Similarly, SIR-dependent gene silencing in S. cerevisiae also appears to be coregulated by a de-ubiquitinat-}

![Fig. 3. A proteolytic model to remove “stable” methylation marks from histone H3. Abbreviations: Ub, ubiquitin-conjugating activity; Ub protease, ubiquitin-directed proteolytic activity. Depending on the chromatin environment and/or the nature of the ubiquitin signal, a methylated H3 NH2-terminus may be removed by proteolytic processing (left; see also Fig. 1D), or the entire H3 molecule may be degraded (right).](www.sciencemag.org)
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The importance of chromatin in the information storage and decoding processes of the eukaryotic genome is reinforced by the growth in our knowledge about covalent modifications of histone proteins, and about the enzyme systems that transduce or remove these modifications. Moreover, histone modifications may also be a “sensor” of the metabolic state of the cell. For example, the Sir2 enzyme uses an essential metabolic cofactor (nicotinamide adenine dinucleotide) to regulate the activity of a family of silencing-associated HDACs (84). Will HDMases be uncovered only when the correct cofactor, itself possibly a direct product from intermediary carbon metabolism, is added to the test reactions? The lessons learned from the Sir2 paradigm lead to an attractive new concept: Because chromatin is the physiological template of eukaryotic cells, are genomes programmed to “open” and “close” on demand by enzyme complexes that evolved to respond directly to metabolic cues? If correct, we anticipate that further insights will be gained as we systematically investigate chromatin changes during different physiological or pathological states.

To what extent does a histone code link directly to our genetic code, or are these codes separate indexing mechanisms? Will we find evidence of interdependence between histone methylation and DNA methylation, similar to the interplay between histone deacetylation and DNA methylation (44)? Intriguingly, a “chromo-methylase” has recently been described in Arabidopsis that combines a chromodomain with a DNA methylating activity (85) and one member of the SET domain family contains a methyl CpG binding motif (35) (Fig. 2C). Histone methylation may also help to explain poorly understood chromatin effects where deacetylase inhibitors and/or 5-aza-2-cytosine fail to cause reversal of previously silent genomic regions (86). Indeed, transcription of many genes is regulated by histone acetylation in organisms (e.g., in yeast and flies) that exhibit little DNA modification. Further, X chromosome inactivation in mammals correlates with hypoacetylation of histones, except for a few X-linked loci that escape this silencing mechanism (87). In addition, in some branches of mammalian evolution (e.g., marsupials), no allele-specific DNA methylation has been observed. Could histone methylation be one of the conserved mechanisms substituting for the apparent absence of DNA methylation in these organisms, and to what extent is the inactive X chromosome hypoacetylated (88) because it may be hypermethylated at distinct histone H3-termini?

How far will epigenetics go past transcriptional effects? Emerging evidence indicates that programmed DNA rearrangements (89), imprinting phenomena (90), germ line silencing (57), developmentally cued stem cell divisions (91), and overall chromosome stability and identity (52, 92) are all influenced by epigenetic alterations of the underlying chromatin structure. In keeping with the distinct qualities of accessible and inaccessible nucleosomal states, could it be that “open” ( euchromatic) chromatin represents the underlying principle that is synonymous for the character of progenitor, immortal, and young cells? Conversely, is “closed” (heterochromatic) chromatin the reflection of a developmental “memory” that stabilizes lineage commitment and gradually restricts the self-renewal potential of our somatic cells? As pointed out by others (93), epigenetics imparts a fundamental regulatory system beyond the sequence information of our genetic code and emphasizes that “Mendel’s gene is more than just a DNA moiety.”

References and Notes

RNA silencing is a new field of research that has coalesced during the last decade from independent studies on various organisms. Scientists who study plants and fungi have known since the late 1980s that interactions between homologous DNA and/or RNA sequences can silence genes and induce DNA methylation (1). The discovery of RNA interference (RNAi) in Caenorhabditis elegans in 1998 (2) focused attention on double-stranded RNA (dsRNA) as an elicitor of gene silencing, and indeed, many gene-silencing effects in plants are now known to be mediated by dsRNA (3). RNAi is usually described as a posttranscriptional gene-silencing phenomenon in which dsRNA triggers degradation of homologous mRNA in the cytoplasm (4). However, the potential for nuclear dsRNA to enter a pathway leading to epigenetic modifications of homologous DNA sequences and silencing at the transcriptional level should not be discounted. Although the nuclear aspects of RNA silencing have been studied primarily in plants, there are hints that similar RNA-directed DNA or chromatin modifications might occur in other organisms as well. Here we adopt a broad definition of RNA silencing that encompasses effects in the cytoplasm and the nucleus, and consider their possible developmental roles and evolutionary origins.

RNA Guiding Homologous RNA Degradation

Although they may differ in detail, RNAi in animals and the related phenomena of posttranscriptional gene silencing (PTGS) in plants and quelling in Neurospora crassa result from the same highly conserved mechanism, indicating an ancient origin (5–10). The basic process involves a dsRNA that is processed into shorter units that guide recognition and targeted cleavage of homologous mRNA. dsRNAs that trigger PTGS/RNAi can be made in the nucleus or cytoplasm in a number of ways, including transcription through inverted DNA repeats, simultaneous synthesis of sense and antisense RNAs, viral replication, and the activity of cellular or viral RNA-dependent RNA polymerases (RdRP). RISC (RNA-induced silencing complex), which cleaves the homologous single-stranded mRNA, guides sequence-specific mRNA cleavage (12). RISC cuts the mRNA approximately in the middle of the region paired with antisense siRNA (14) (Fig. 1), after which the mRNA is further degraded. Although most protein components of RISC have not yet been identified, they might include an endonuclease, an exonuclease, a helicase, and a homology-searching activity (6, 10). A candidate for a 3′,5′-exonuclease is C. elegans MUT7, an RNA D–like protein recovered in a screen for RNAi mutants (10). Another component of RISC is a protein of the PAZ/Piwi family (17), which could interact with Dicer through their common PAZ domains (18) to incorporate the siRNA into RISC (17). Genes encoding members of the PAZ/Piwi family (Arabidopsis:AGO1; N. crassa: QDE2; C. elegans: RDE1), which are homologous to the translation factor eIF2C, have been shown to be required for PTGS/RNAi in several mutant screens (3, 5, 8, 10).

A putative RdRP was the first cellular protein shown to be required for PTGS/RNAi in genetic screens (N. crassa: QDE3). Putative RdRPs, putative helicases, and members of the PAZ/Piwi family are some of the common proteins identified in genetic screens in N. crassa, C. elegans, and Arabidopsis (3, 5, 8, 10). Although these proteins provide clues about dsRNA synthesis and processing, the most detailed insight into the two-step RNA degradation process has come from biochemical experiments with cytoplasmic extracts from Dro sophila (11–15) (Fig. 1). The first step involves a dsRNA endonuclease [ribonuclease III (RNase III)–like] activity that processes dsRNA into sense and antisense RNAs 21 to 25 nucleotides (nt) long. These small interfering RNAs (siRNAs), which were first described in a plant system (16), are generated in Dro sophila by an RNase III–type protein termed Dicer. Orthologs of Dicer, which contains a helicase, dsRNA binding domains, and a PAZ domain, have been identified in Arabidopsis, C. elegans, mammals, and Schizosaccharomyces pombe (15). In the second step, the antisense siRNAs produced by Dicer serve as guides for a different ribonuclease complex, RISC (RNA-induced silencing complex), which cleaves the homologous single-stranded mRNAs. RISC from Dro sophila extracts cofractionates with siRNAs that guide sequence-specific mRNA cleavage (12). RISC cuts the mRNA approximately in the middle of the region paired with antisense siRNA (14) (Fig. 1), after which the mRNA is further degraded. Although most protein components of RISC have not yet been identified, they might include an endonuclease, an exonuclease, a helicase, and a homology-searching activity (6, 10). A candidate for a 3′,5′-exonuclease is C. elegans MUT7, an RNA D–like protein recovered in a screen for RNAi mutants (10). Another component of RISC is a protein of the PAZ/Piwi family (17), which could interact with Dicer through their common PAZ domains (18) to incorporate the siRNA into RISC (17). Genes encoding members of the PAZ/Piwi family (Arabidopsis:AGO1; N. crassa: QDE2; C. elegans: RDE1), which are homologous to the translation factor eIF2C, have been shown to be required for PTGS/RNAi in several mutant screens (3, 5, 8, 10).

Putative RdRPs are another class of enzyme found repeatedly in mutant screens (N. crassa: QDE3; C. elegans: SGE2; Chlamydomonas: MUT6; Arabidopsis: SDE3) (3, 5, 8, 10). Those recovered so far are not highly related and have not yet been characterized biochemically. A DNA helicase (QDE3) and members of two RNA helicase superfamilies (MUT6 and SMG2/SDE3, respectively) have